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ABSTRACT
In virtual reality (VR) environments, asymmetric bimanual inter-
action techniques can increase users’ input bandwidth by com-
plementing their perceptual and motor systems (e.g., using the
dominant hand to select 3D UI controls anchored around the non-
dominant arm). However, it is unclear how to optimize the layout
of such 3D UI controls for near-body and mid-air interactions. We
evaluate the performance and limitations of non-dominant arm-
anchored 3D UIs in VR environments through a bimanual pointing
study. Results demonstrated that targets appearing closer to the
skin, located around the wrist, or placed on the medial side of the
forearm could be selected more quickly than targets farther away
from the skin, located around the elbow, or on the lateral side of the
forearm. Based on these results, we developed Armstrong guide-
lines, demonstrated through a Unity plugin to enable designers to
create performance-optimized arm-anchored 3D UI layouts.
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1 INTRODUCTION
As commercial head-mounted displays for augmented reality (AR)
and virtual reality (VR) have grown in prevalence, there has been a
resurgence in egocentric 3D interaction techniques. Many of these
techniques enable users to move throughout a 3D environment and
directly manipulate objects in a virtual scene using hand-held con-
trollers. For example, in Blocks, a double-sided palette is attached
to a controller in the user’s non-dominant hand [18], with various
drawing tools on one side and selectable colors on the other side
(Fig. 1a). Tilt Brush anchors a virtual prism with multiple layers
of UI controls to the non-dominant controller [17], which the user
can scroll through using the dominant controller (Fig. 1b).

A variety of techniques use this “palette and brush”metaphor [17,
18, 21, 49], which enables users to leverage their proprioceptive
senses to locate their non-dominant hand in 3D space without need-
ing to explicitly search for the menu [38, 44, 56, 65]. Proprioception
thus creates a frame of reference that reduces the visual and mental
effort needed to find the palette [26]. These techniques exploit the
asymmetric nature of the hands by capitalizing on bimanual action
feedback [8, 20] to minimize task flow interruptions, so that a user’s
attention is not diverted from her main task every time a palette
selection is made.

As applications grow in complexity and body-tracking technolo-
gies mature, we envision that the design of UI control layouts will
migrate beyond the space around the hands (hand-anchored UIs),
to the space around the arms (arm-anchored UIs). A 3D palette that
wraps around the non-dominant arm could provide a user with a
larger working volume while leveraging the benefits of bimanual
interactions and proprioception. This trend towards using the arm
for interaction can be observed in on-skin interaction research,
which has considered fingers, palms, and forearms as interactive
surfaces [6, 14, 22, 24, 51, 61, 67]. We further evaluated the benefits
of arm-anchored UI controls, through a prototype design explo-
ration that inspired the current study. In a running scenario, a
running app could show the user’s current progress on one side of
her arm and a music app on the other side could show the current
playlist, enabling the user to quickly glance at an app by rotating
her forearm (Fig. 1c). A user could also invoke functions using
swipe gestures on her forearm (e.g., to pause music; Fig. 1d). These
examples demonstrated the potential usefulness of capitalizing on a
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Figure 1: (a, b) Hand-anchored UIs from commercial applications. (a) A 2D color palette is attached to the user's non-dominant
controller and a brush is attached to the dominant controller [18]. (b) A variety of brush types and UI controls are distributed on
a triangular prism attached to the non-dominant controller and can be selected via ray-casting by the dominant controller [17].
(c, d) Arm-anchored UIs from our prototype: a music app and a running app are rendered on opposite sides of the user's arm
and (c) the user can rotate her arm to switch between these apps or (d) swipe her arm to interact with the UI controls.

user's proprioceptive sensing of her arms to deploy arm-anchored
UI controls in 3D environments.

Although commercial applications and prior research projects
have explored attaching controls to user's hands, wrists, or arms,
these applications have largely migrated UI design practices from
2D WIMP interfaces. In contrast, using the full 3D space around the
user's limbs might enable opportunities to �display more items in
more varied layouts� [ 5]. Limited research has focused on developing
design guidelines for 3D UIs around a user's arms, leading to open
research questions such as: What areas around a user's arm can
be most quickly and accurately targeted? What is a performance-
optimized layout of 3D UI controls around the arm? Can users
perceive and leverage individual axes for interaction (e.g., along
the longitude, latitude, or height dimensions around the arm)?

This work thus seeks to understand the appropriateness and
usability of arm-anchored UIs within the context of AR and VR.
Due to the limited �eld of view (FOV) of available AR devices, an
experiment was conducted in VR to investigate user performance
during pointing tasks, while targets were located in various po-
sitions around the arm. We measured the Fitts'throughput(TP)
of user interactions [16, 30] to generate a heatmap and articulate
the usefulness of di�erent combinations of longitude, latitude, and
height dimensions around the arm. We synthesized the quantitative
and qualitative results to describe 72 regions in terms of visibility,
reachability, and comfort.

The contribution of this work is thus twofold. First, we report
analysis of quantitative and qualitative results from a pointing study
in VR that identi�ed regions with di�erent levels of performance
and subjective preference around the arm (e.g., targets closer to
the skin, around the wrist, or on the medial side of the forearm
can be selected quicker than targets in other locations) and unique
movement strategies that resulted (e.g., moving the arm to the cen-
ter of the FOV). Second, we present Armstrong design guidelines,
and implemented a Unity plugin to demonstrate how to create
performance-optimized arm-anchored 3D UI layouts.

2 RELATED WORK
This work was inspired and informed by previous research into
theories of proprioception and peripersonal space, arm-anchored
UI interaction techniques, and existing studies of pointing tasks
around various body parts.

2.1 Proprioception and Peripersonal Space
As �rst identi�ed by Sherrington in 1907 [53], proprioceptionen-
ables humans to sense the position and movement of their limbs
through their sensory neurons [35, 56]. Neuropsychological experi-
ments have further identi�ed that there is aperipersonalspace that
surrounds our bodies [12, 19, 47, 48]. This space acts as an interme-
diary between the visual space that we perceive through our eyes
and the tactile, proprioceptive space we perceive on our body. Be-
cause this intermediary space is in such close proximity to our body,
it enables us to form a unique connection with the objects within
our reach. Prior studies have supported the existence of a �hand-
centered coordinate system� within the peripersonal space [19, 33].
Makin et al., for example, identi�ed brain areas that exhibited sig-
ni�cantly stronger activation patterns to visual stimuli the closer
that the stimuli were to the hand [34]. Participants were also found
to detect targets near the hand with a faster response time than
targets that appeared farther away from the hand, suggesting that
� the presence of the hand prioritized the space near the hand for at-
tentional processing� [ 46]. These �ndings suggest that there can be
bene�ts to leveraging (i) the proprioceptive senses to determine
the position and orientation of the arms and (ii) the peripersonal
sensing of objects surrounding our arms for interaction in VR.

2.2 Arm-Anchored User Interfaces
Bimanual interactions induce asymmetric divisions of labor, where
the motion of the non-dominant hand creates aframeinto which
the motion of the dominant hand insertscontent[20, 32]. Guided
by these �ndings, Bier et al. proposed Magic Lenses, where the
non-dominant hand created a see-through interface ascontextand
the dominant hand acted within that context [8]. The Worlds-in-
Miniature (WIM) metaphor represented surfaces in a virtual en-
vironment held by the non-dominant hand, while the dominant
hand held a �buttonball� for selection and manipulation [54]. The
�hand-relative-to-hand� frame of reference has been demonstrated
to provide perceptual cues that are independent of visual feed-
back [26], motivating the use of both hands for interaction in VR
to increase the degree of manipulation. Commercial products have
also explored attaching UI elements directly to the non-dominant
hand (e.g., Hand Menu for HoloLens 2 [37] and Wearable Menu
for Leap Motion [27]). This work focuses on 3D layouts of inter-
faces that are anchored to the non-dominant arm while interaction
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is performed by the dominant hand, echoing the aforementioned
bene�ts of asymmetric divisions of labor [8, 20, 32, 54].

Proprioception has been leveraged to help users locate UI ele-
ments projected directly onto the skin of their hands. Prototypes
have utilized the skin of the palm or �ngers as input or output de-
vices, e.g., keyboards [22, 61, 67], trackpads [62], color palettes [22,
67], TV remotes [14], menu containers [10, 21], or displays for var-
ious applications [39]. As the palm and �ngers have small surface
areas, others have investigated the use of the entire arm for in-
teraction. Azai et al. proposed a menu widget that would enable
touching, dragging, sliding, and rotating operations on a user's fore-
arm [4]. Researchers have also developed vision-based approaches
and used bio-acoustic sensors to perceive touch input on the skin
and render menu items on the forearm or palm for output [22�
24, 67]. Other projects have used the forearm as a trackpad for 2D
cursor movement or stroke commands [7, 43, 51, 67]. In our work,
we hypothesize that arm-anchored 3D interfaces bene�t from pro-
prioception because the UI controls are always within reach and
users can move their arms to minimize occlusions [38].

2.3 Empirical Studies on Pointing Tasks
A variety of empirical studies have evaluated user performance
while acquiring targets in 3D environments. Users are able to store
and recall a large number of applications on their hand and forearm
if they use landmarks (e.g., �ngers, scars, and tattoos) [6]. Dezfuli
et al. evaluated the e�ectiveness of eyes-free targeting of nine land-
marks on the user's palm and found that the center of the palm
achieved the highest accuracy, whereas the pinky �nger achieved
the lowest accuracy [14]. Weigel et al. investigated six input lo-
cations on the upper limb and found that the forearm was most
preferred for perceived ease and comfort, while the elbow and up-
per arm were least preferred [63]. Lin et al. found that users were
able to precisely tap up to 6 distinct points between their wrists
and elbows, and that haptic feedback could help to discriminate
where the forearm was touched during eyes-free interaction [29].
Vechev et al. compared tapping speeds on six body parts and found
that while cycling, the wrist was the fastest region, however, while
running, the wrist was the slowest region because users may ex-
perience loss of balance while trying to tap on their wrist [59].
Wagner et al. de�ned 18 on-body target locations and found that
upper body parts achieved higher e�ciency compared to lower
body parts, however, targets on the non-dominant arm were not
included in the study [60]. Experiments by Lediaeva and LaViola
found that spatial, hand, and waist menus were faster to choose
from than arm menus when using ray-based pointing [28]. To our
knowledge, our work is the �rst to systematically investigate direct
selection of 3D targets positioned around a user's arm.

Furthermore, existing work exploring the 3D space around the
arm also inspired our study. Xu et al. proposed the Hand Range
Interface, which used wrist extension and �exion motions, illumi-
nating the potential for body-centric interactions in VR [64]. Azai
et al. implemented the Open Palm Menu, where virtual menu items
were displayed around the palm of the non-dominant hand [5].
Dachselt and Hübner proposed a collection of classi�cation criteria
for 3D menus [13]. As a result of this work, opportunities exist
to systematically investigate user's performance and preferences

during pointing tasks in the 3D space around the arm. This work
thus complements the literature's understanding of users' pointing
behaviours. The corresponding Armstrong guidelines are proposed
to support the future design of such interactions.

3 USER STUDY
To investigate the utility and feasibility of non-dominant arm-
anchored UI, we conducted an empirical study. The primary goal
was to evaluate user performance during pointing tasks at various
locations around the arm. The secondary goal was to understand
preferred target locations and qualitatively assess user arm move-
ment strategies for di�erent target awareness schemes (i.e., known
or unknown target location). Thus, this study seeks to provide a
complementary perspective to existing studies that have explored
on-skin interfaces or compared the acquisition of targets on di�er-
ent body parts [6, 14, 59, 60, 63].

3.1 Participants
Twelve participants were recruited to participate in the study (8
females and 4 males; Mean=26 years old, range 19-52 years old).
All participants were right-handed. Eight participants had used a
VR headset less than once a month, whereas the remaining four
had never used a VR headset before. The study took an average of
60 minutes to complete and participants were provided with a $20
honorarium as compensation for their time.

3.2 Apparatus
The study system consisted of a Windows 10 desktop computer, an
Oculus Rift VR headset, a Vicon server, and 16 Vicon Vantage mo-
tion capture cameras that were mounted on the ceiling of the room
where the study took place. The VR application was implemented
in Unity 2018.2 and ran on a desktop computer.

To mimic free-hand interaction, a Vicon motion tracking system
was used for hand and arm tracking. The user's left arm was tracked
using an armband consisting of two 3D printed pads with retrore-
�ective markers a�xed to the top and bottom (Fig. 2a). The right
arm was tracked using a similar pad placed on the dorsal side of the
hand and another on the index �nger. Position and orientation of
the markers was streamed to a Unity application using UDP packets
over a wired connection. Inverse kinematics were used to compute
the parameters of the right index �nger joints, based on the posi-
tion and orientation of the right hand and index �nger. The Unity
application displayed virtual arms and hands to the participants
that replicated their movements in the real world [41, 50].

All participants were right-handed, so targets were displayed
around their left arm and they used their right index �nger to
select a target. A click to con�rm selection was registered using
the button of an Oculus remote [42] held in their right hand. All
participants were able to freely press the button with their thumb
while pointing with their index �nger. Data recorded during trials
included the position and rotation of the participant's left arm, right
hand, and right index �nger (25 fps), along with event-triggered
logs whenever the button was pressed.
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